
A birds eye view of a decade of

efficient computing
at the

Dr. Jason Maassen



1998-2012
PhD / Postdoc Computer Science

HPC / Grid computing

2012+
Research Software Engineer

Ocean Modelling / Digital Forensics

2016+ 
Technology Lead

 Efficient Computing

1993-1998 
MSc Computer Science

HPC

My background



                                       ?



National center for the development

and application of research software

Founded in 2012 by NWO and SURF

Science Park Amsterdam



325 projects
(on many different topics)



https://research-software-directory.org/projects
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FORTRAN is here to stay



eSalsa (2012-2016) 

Ocean modelling using Parallel Ocean Program (POP)

Very traditional Fortran/MPI application (1992)

Goal: go from 1° to 0.1° resolution (100x100km to 10x10km)

Source: Los Alamos National Laboratory



Since then … a long string of FORTRAN based projects!



DALES: Atmospheric Large Eddy Simulation

UFEMISM 2.0 Ice sheet modelling

HADDOCK3: 
High Ambiguity Driven

protein-protein DOCKing



HPC = GPU



source: https://www.top500.org/lists/top500/2024/11/
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The best illustration of this …

1997
ASCI Red

1.3 teraflops
850 KW / $46M

150 m2

2025
AMD Radeon RX 9070 XT

1.5 teraflops
317 W / €799

0.04 m2



(yes, we’ve seen a lot of repeated efforts over the years!)

eSalsa (2012-2016)
Porting an Ocean Model  to GPU

ESiWACE2 (2019-2022)
Porting an Ocean Model  to GPU

source: https://fesom.de/applications/paleoclimate/



KM3NeT neutrino detector
12.000 spheres with 31 photo detectors

on 600 strings in the Mediterranean.
Filter 55 GB/s in real time to detect neutrinos APERTIF Westerbork Synthesis Radio Telescope

12 telescopes produce 500 GB/s
Processed in real time to detect fast radio bursts



Super-resolution microscopy
Combine a large number of images

from fluorescence microscope
into a single super-resolution 

reconstruction

Real-time processing of 
Synthetic Aperture Radar (SAR) data

Energy budget is limited to 50W



(Portable) performance is hard!



GPU performance used to be predictable…
Image: Ben van Werkhoven



Today, performance depends on hardware…

Hardware and Software Optimizations for Accelerating Deep Neural 
Networks: Survey of Current Trends, Challenges, and the Road Ahead
Capra et al. 2020  IEEE Access



Different configurations of a convolution program on an Nvidia A100 GPU

… and on the configuration of the software!
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Compile & 
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Solution: Autotuning of GPU kernels!

Supports many optimization 
strategies to find the best solution!



A tool for automatic performance tuning of GPU kernels

Developed open source since 2016
Used by 10+ universities & organizations
Funded by several NL and EU projects
Supports:

CUDA, HIP, OpenCL, C++, Fortran, OpenACC
20+ search optimization algorithms
Energy measurement of GPU kernels
Many different use cases

https://github.com/KernelTuner/kernel_tuner

https://github.com/KernelTuner/kernel_tuner


Extracts & integrates
 auto-tuned kernels

into C++ applications

https://github.com/KernelTuner/dashboard

Portable API for
 resource management
 on NVIDIA & AMD GPUs



Think about energy use!



Energy cost of 
supercomputers

Frontier: 

#2 in TOP500 list 

20 Megawatt continuously

$40 million annual electricity bill

100,000 metric tons of CO2 annually

~20,000 cars on the road for a year in US

Efficient Computation through Tuned Approximation
David Keyes, SIAG/SC Supercomputing Spotlights 2022
M. Stachowski, A. Fiebig, and T. Rauber,  Journal of Supercomputing, 2020.



The carbon footprint of an astronomer

The imperative to reduce carbon emissions in astronomy
A.R.H Stevens et al. Nature Astronomy 2020



powersensor3
source:  https://casper.astro.berkeley.edu/workshop2023/agenda/presentations/day3/11_SV.pdf

Going green: optimizing GPUs for energy efficiency through model-steered auto-tuning 
https://doi.org/10.1109/PMBS56514.2022.00010

https://casper.astro.berkeley.edu/workshop2023/agenda/presentations/day3/11_SV.pdf


Less precision for more performance?

Image: John Romein / ASTRON

C++ data types for mixed-precision 
GPU kernel programming



AI is the new HPC ?



LLM Training emissions

Source: Stanford AI Index report 2023



https://blog.esciencecenter.nl/benchmarking-llm-fine-tuning-on-different-hpc-systems-0ed7efcac646 https://www.astron.nl/self-learning-machines-hunt-for-explosions-in-the-universe/ https://doi.org/10.1175/MWR-D-20-0113.1



Interesting Crossovers



multi-model multi-scale 
simulations deployment & workflows



What’s next for the 
roaring 20’s?



HPC will get bigger … and smaller



The role of autotuning will only get bigger
(because hardware will diversify further)



AI will grow up
 (scientific AI, physics informed AI, explainable AI, …)



Digital twins are the new hype
 (multi-model + data assimilation + visualization)



FORTRAN will still be here! 


